MATH 320, WEEK 3:
First-Order Linear Equations, Substitution
Methods, (Power) Homogeneous and
Bernoulli Differential Equations

1 First-Order Linear Equations
Reconsider the first-order differential equation

dy _1-y
de  x

We previously showed by separating the variables that this equation has the
general solution

C
y(x)zl—}—g, CeR.

Supposing we had never heard of separation of variables, however, how
might be approach the problem of solving this differential equation? Well,
we might notice that we can rewrite the expression as:

dy
m% +y=1

There is nothing in the expression dictating that we have to do this (yet!) but
we can notice at least one nice thing about this form: it was easy to classify!
Everything involving y and its derivatives is isolated (with respect to terms
involving y), so it is a first-order linear differential equation. We can
also see that it is easy to classify whether the expression is homogeneous or
not. Since all terms involving y and its derivatives are on the left-hand side,
anything appearing on the right-hand side other than zero is a sure-fire sign
that the differential equation is non-homogeneous.

There is a little bit of “cheating” that has been done in rearranging the
expression this way, but it is a suggestive bit of cheating. Let’s consider just
the left-hand side of the above expression, i.e.

dy



If we stare this for long enough, or were born with unparalleled mathemat-
ical powers, we might notice that this can be written in a more compact
form. Without justifying, for a moment, why we would want to do this, we
might notice that this expression is the end result of the product rule for
differentiation on the term zy. That is to say, we have

d dy

— zy] =2x=—= +y.

oyl = ety
In other words, we can take the two terms on the left-hand side and condense
them into a single term, at the expense of having to recall the product rule
for differentiation. At any rate, we can now rewrite the differential equation

above as
4 [zy] =1
dx yr==

It should take far less mathematical insight to recognize that this is a
huge improvement over our previous expression. The reason should be clear:
we can integrate it! If we integrate the left-hand and right-hand sides by =,
the Fundamental Theorem of Calculus tells us the differential on the left-
hand side disappears, and the right-hand side can be evaluated as long as
we know an anti-derivative of whatever the term there happens to be. That

is to say, we have
d
/dx[:z:y} dx:/ld:z:

= ay=x+C, CeR

which, after dividing by x, implies that we have the general solution
C
y(a:):1+g, C eR.

This is exactly the same solution we obtained before!

At this point, we should feel a little excited. We are on the path toward
discovering a method for solving first-order linear differential equations. So
far, the steps we took were:

1. Write with y and 3’ on one side,
2. Combine term on left by reversing the product rule,
3. Integrate,

4. Solve for y.



We will see in a few minutes that this is not sufficient to solve all first-order
linear differential equations, but the intuition—especially the trick with the
product rule—will prove to be the key to the general method.
Now consider the example
dy
r—+2y = 1.

dx Y
This is only subtly different that the previous example—in fact, the only
difference is the coefficient of the y term is now two. This subtle difference,
however, is enough to sabotage our earlier intuition with regards to a solution
method, since there is no function f(z) such that

d )
@) gl =2+ 2.

dx
So what can we do?

Let’s consider changing the expression (again!) but in a different way.
Let’s consider multiplying through by a single term that is a function of x.
In this case, let’s choose the function to be x itself. This gives us

d
w2£ + 2zy = x.
dx
If there were any questions with regards to why we would want to do that, I
hope they have now been answered. Using our earlier intuition with regards
to the product rule, we can clearly see that we have
d

d
T [ny] = x2£ + 2zy = .

Again, we can integrate to get the solution. We have

/;;[fy] d:c:/xda;

2 z?

= TY=5 +C, CeR
so that the desired solution is
1 C

So what was different about this example? The difference was that we
had to multiply by some factor before we could use the product rule trick that



we just discovered to get to a form we could integrate. This multiplicative
factor is called an integration factor and is generally denoted p(x) or p(z).
We still have to wonder how we could find integration factors. After all, how
did I know to multiply by the factor x?
It is perhaps best now to scale back and consider first-order linear
systems at their most general. In general, we have
dy

8;+M@y=ﬂ@- (1)

This is only slightly different than the forms we have been using. We now
want to get all the terms involving y on the left-hand side, and also to divide
through by whatever the coefficient of the derivative is so that the derivative
appears by itself. Now we ask the question: What do we have to multiply
by in order to guarantee that the two terms on the left-hand side can be
combined using the product rule (in reverse)?

The answer is not obvious at first glance, but it is easy to verify. The
integration factor we need is

p(gj) = efp(z) dx.

The details are easy to check. We know by the Fundamental Theorem of
Calculus and the chain rule that p'(z) = p(z)p(z) so, if we multiply the
entire expression by p(z), we have

)2+ p@)plaly = pla)alo).

The left-hand side can be simplified by noting that
d dp

L o) = o)+ Ly = pla) &

It follows that the differential equation can be rewritten as
d

dx
We can then integrate to get

ple)y = / p(2)q(z) da

and isolate y to get the general solution

1
) = s / p(e)q(x) di

= ¢/ P(@) dw/(efp(w) qu(m)) de.

dy+M@M@y

[o(x)y] = p(2)q(x).
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That’s it! So long as we can evaluate these integrals, we can solve any
first-order linear differential equation.
There are a few notes worth making:

It is not necessary to include the arbitrary constant in the integration
factor integral (i.e. take C' = 0) or the absolute value for logarithms.
Both cases amount to multiplying the expression by an arbitrary con-
stant, which does not change anything.

On the other hand, it is very important to remember to add the con-
stant +C' to the other integration (resolving the product rule).

It is important to have the equation in the form (1). Otherwise, the
given integration factor will not work.

It is sufficient, but not recommended, to remember the general form
of the solution. All of the steps in this derivation are based on tricks
we know how to do, even if recognizing how to apply them might have
been a little tricky.

Whether these equations are autonomous or homogeneous depends on
the forms of p(x) and ¢(z), although this particular method will work
regardless.

Examples: Determine the integration factor p(z) for the following dif-
ferential equations and use it to find the general solution y(x) and the par-
ticular solution for the given initial condition.

1

2

3.

dy 1 1
Sy = 1) =1.
o e y(1)
dy -3
S py=e3 y0)=2
o ty=e y(0)
d
(x+1)£—wy=ex, y(1) =0.

Solution (1): This is already in standard form, so we are ready to
determine the integrating factor. We have

of s

=) = g,



We can ignored the normally required |z| in the In(z) term by noticing that
the two absolute value cases (x > 0 and z < 0) amount to multiplying
the whole differential equation by a negative, which does not change it.
Multiplying the entire expression by p(z) = x gives us

dy
-7 =1
xdx—i—y

which we have already seen. This was our original toy example. We already
know that the general solution is

C
y(lx) =1+ p
Substituting the intial value y(1) = 1 gives us
y(1)=1=14+C = C=0.
It follows that the particular solution is

y(z) = 1.

Solution (2): This is already in standard form, so we are ready to
determine the integrating factor. We have
plo) = e 7
_ efl dz

=e”.
Multiplying the entire expression by p(x) = e gives us

dy
et =L ety = e . 67333 — 6729:.
dx tew
Recognizing that the left-hand side now must be the product rule form

(expanded out), we have
i [ea: ] _ 6—290
de C YT ’

We could jump right to this if we wanted to, but it is important to rec-
ognize the intermediate step to check that we have determined the correct
integration factor. We can integrate this to get

/d(i [e*y] dx = /6_2m dx
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—2x

— exy: —62 +C
—3x
= y(z)=— 5 +Ce "

Using the initial condition y(0) = 2 gives
1 5)

The particular solution is therefore
—3x e

2+2

e

y(x) = —

Solution (3): This is not in standard form, so we need to do a little
work. Dividing by (z + 1) we arrive at

T

@ x e
dx :1:+1y_33—|—1'

In order to determine the integrating factor, we will need to determine the
integral of —x/(z 4 1). Using the substitution u = x + 1, we have

_/xil da::/l;u duz/(i—l) du = In(u)—u = In(z+1)— (z+1).

Recognizing that constants (i.e. the —1) do not matter for integrating fac-
tors, we arrive at

p(z) = PEF=T — (4 4 1)e7.

Multiplying the entire expression by p(z) = (z + 1)e™* gives us

d
(x + 1)6_$d—y —xze Ty =1.
x

It follows that we have

% [(ac + 1)efxy] =1

which can be checked. Integrating with respect to = gives
(x+1)ey=a+C

so that the general solution is




The initial condition y(1) = 0 gives

e

2(1+C) = (C=-1

y(1) =0

It follows that the particular solution is

wo=e (151).

Other examples are available in Section 1.5 of the text.

2 Substitution Methods

Many first-order differential equations do not fall directly within the classes
of separable or first-order linear systems. Nevertheless, many common iden-
tifiable classes of differential equations can be manipulated into one of these
two forms via the use of a carefully selected wvariable substitution. We will
look at the following examples:

1. (Power) Homogeneous equations: Differential equations of the

yor(l)

A substitution of the form v = 2 produces a separable differential

general form

equation in v and x of the form

d
$£:F(U)—’U.

2. Bernoulli equations: Differential equations of the general form

A substitution of the form v = y'=" produces a first-order linear dif-
ferential equation in v and x of the form
dv
— + (1 —=n)P(zx)v = (1 —n)Q(z).
dx
There are a few notes worth making before we delve too deeply into these
methods.



e While the given formulas are known and sufficient to solve most prob-
lems, as with first-order linear equations it is hoped that it is the
method which is memorized, not the end formula. In other words, re-
member the required variable substitutions for the two types of equa-
tions.

e As with any problem involving variable substitutions involving deriva-
tives, it is helpful to write out the tree of variable dependences. In
particular, for the differential equations we are looking at, where we
are looking for a function y = y(z) (i.e. y as a function of z), if we
define a variable transformation v = v(z,y), we have the tree given in
Figure 1, so that (according to the chain rule) the total derivative of
v with respect to x is given by

dv  Ovdy 0Ov

dz ~ dydx Oz’
/v\
X y

X

Figure 1: Variable dependence tree for v = v(z,y), where y = y(z).

3 (Power) Homogeneous Differential Equations
Consider the differential equation
d
Qxy—y = 2% + 92
dx

It should not take much arguing to convince yourself that this differential
equation is neither separable nor first-order linear. We need an alternative
method for such differential equations.

One possibility is to choose an appropriate variable substitution. In this
case, the necessary substitution is

)
v(z,y) = e



With this variable substitution, we have

d d
—y:x—v—l—v

y=rv dx dx

so that the differential equation can be rewritten in terms of the variables v
and z as

2 (zv) <xj§ + v) = 2% + (zv)?

dv
— 2x3vd— = 2% + 2%0? — 22%0?
T

= 23@31)3—; = 2%(1 —v?)
2v 1
— T2 dv = p dx.
Why this substitution helps us should now be clear. While the differential
equation was not easy to solve in the variables y and x, in the variables v
and x it reduces to a separable differential equation, which is among the
most straight forward classification of differential equations to identify and
solve. We still have some work to do, however. Continuing, we have

2v 1
/1_v2dv:/mdx

— —In|l—v?|=Inz|+C, CecR
k
— 1-v} =", k>0
|z
Now that the integration step has been resolved, we would like to return to
the original variables x and y. We started with v = y/x, so we now have

y\2| _ K
-]
’ x |z
2
= ‘xQ—yQ‘:kw—:kﬂxL k> 0.

|z
Again, there are technical details we need to worry about about regarding
the absolute values. This situation will arise often enough that we can be
a little non-rigorous in the steps which follow, but we must recognize that
the absolute value is there in order to capture the entire class of solutions
(otherwise we only get the half with k£ > 0).
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We recognize that the equation breaks down into the following two cases.
For the first case, we have

-y =kr = Y=2-kr = y=+vVa2—kx, k>0.
For the second case, we have

Once again recognizing that £k = 0 (i.e. y = £x) is a trivial solution to the
differential equation, we have the final general solution

y==+va?+Czx, CeR.

Wow! That was a lot of work for a relatively modest-looking answer, but
nobody said solving differential equations was going to be easy. We should
stop to make a few notes on this process.

e This differential equation belongs to a class of first-order differential
equations called (power) homogeneous differential equations. A
differential equation is called (power) homogeneous if it can be written

in the form
dy _ All'allyalQ _|_ e _I_ Anxanl yan2

% - Bll‘bllyb12 _|_ ‘e _|_ Bmxbmlybrrﬂ

where a11 +a12 =+ =ap1 +ap2 = b11 +b12 = -+ = b1 + bye. In
other words, it is homogeneous if the sum of the powers for each term
add up to the same value. This notion can be easily be generalized
to terms with more than just two variables, although we will not need
such generalizations for this course.

e Every (power) homogeneous differential equation can be written in the
form
Y _ (g>
dx T
by dividing by an appropriate power of x on the top and bottom of

the previous form. The substitution v = Yy is guaranteed to reduce

such differential equations into a separabléw differential equation in v
and z! (In other words, the technique we used in the example will
always work, although, as we saw, we may still run into some tricky
integration.)
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e It is important to recognize differential equations which look (power)
homogeneous but which in fact are not. For example, the differential

equations
dy n
e A
dr Y
and p
g2 + 2zy + 42
dx

are not (power) homogeneous because there is denominator on the
right-hand side with powers of z and y (the power is effectively zero,
whereas the power of the numerator is two).

o I will make the distinction between homogeneous and power homoge-
neous differential equations. The reason for this is unfortunate: within
the study of differential equations there are two accepted definitions
of what constitutes a homogeneous differential equation, and these
definitions are very different. Previously we defined homogeneous dif-
ferential equations to be those with no terms which did not contain the
dependent variable (y) or any of its derivatives. Usually context will
dictate which meaning is implied, but just to be clear I will attempt to
use power homogeneous to refer to the class of differential equations
we were just introduced to. Notice, however, that the textbook does
not make the distinction.

For more examples, see Section 1.6 of the text.

4 Bernoulli Differential Equations

We have seen how (power) homogeneous first-order differential equations
can be transformed into separable equations by application of a fairly simple
variable substitution. It turns out that there is a general class of differential
equations which can be transformed into our other canonical solution class,
first-order linear equations.

Consider the differential equation

d
S gt + 9.

3502
Yy dx

It should not take much arguing (again) to convince ourself that this equa-

tion is not separable, is not first-order linear, and is not even homogeneous
(although it is close). Based on the methods we have established so far, we

12



are basically stuck, but we are able not going to stop there. Let’s try to
rearrange this equation to get it as close to the first-order linear form as
possible. We have

Wy Ly o WL,y

dx 3z der 3z
We actually have not done too poorly! In fact, it is only the term on the
right-hand side that presents a problem. In particular, we are not happy
with the y~2 and would like to make it go away.

Consider the substitution v = y3. We want to rewrite this differential

equation in y and x as a differential equation in v and x. This will require
solving for the differential and all of the y terms. We have

d 1 dv
_.1/3 ay _ (L —2/3) @V
y=v - dx <3v ) dz

2 — y=2/3, Tt follows that the differential equation can be rewritten

L o3 dv L 43 _ 3 23
(31} >d:r va =x"v .

and y~
as

Multiplying across by 3v%/3 we arrive at
dv 1
— — —v =323
dr

When we look at this, we notice that, quite remarkably, the non-linear term
has disappeared. This is a linear equation in v and 2! We know how to solve
these types of equations. We have the integration factor

p(l‘) _ eifi de _ efln(x) _ 1
xr
This gives us
ldv 1, 11 .,

1
= “v=2’4+C = ov=2z'+4Cx.
x

We are not, of course, completely done. The original questions was a dif-
ferential equation with respect to y and x, so we need to change by to our
original variables. We have

Y =s*+Cr = vyx)=vat+Cu.
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This was a rather remarkable solution method, but what intuition was
underlying it? It turns out that this differential equation belongs to a class of
differential equations called Bernoulli differential equations. We pause
to make the following notes about them:

e The general form of a Bernoulli differential equation is

dy
“Z.p - n
5, T P@)y=Q(2)y
and the required substitution is v = y'~™. This is guaranteed to

produce a first-order linear differential equation in v and = of the form

% + (1 —=n)P(x)v=(1—-n)Q(x).

e Notice that there are two values which are troublesome for this trans-
form, n =0 and n = 1. For n = 0 we have v = y, which is trivial, and
for n = 1 we have v = 1, which is meaningless. Our concern, however,
turns out to be very premature. Returning to the original form of
the equations, we notice that n = 0 and n = 1 both correspond to a
linear first-order differential equation in the first place (for n = 0 this
is direct, and for n = 1 we just have to move the term on the right to
the left-hand side).

e It is worth noting that this holds for all values of n other than n =0
and n = 1. That is to say, we can consider fractional powers (e.g.
n=1/2, n ="7/5 n = 92/13, etc.) and negative powers (n = —3,
n=—4/9, n = —103, etc.).

For more examples, see Section 1.6 of the text.
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